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Video Question Answering with Overcoming Spatial and Temporal

Redundancy in Feature Extraction
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Abstract

The current video question answering (video QA) models tend to produce inaccurate results, when key video features are
obscured by a large amount of redundant video data. In this paper, we newly define the problems as “spatial redundancy” and
“temporal redundancy” in video QA and develop an effective appearance and motion features to resolve the drawbacks. We
generate a motion feature from adjacent appearance features to distinguish meaningful events in adjacent frames. Further,
question-to-video attention is applied to consider the inter-modal correlation during feature extraction to focus on more relevant
features. For benchmark tests, we create MSVD dynamic QA dataset to include various motions and scene changes, by sampling
video clips from the MSVD QA dataset. The performance of video QA methods can be evaluated when the test videos have
different temporal dynamics. The proposed method is adaptable to state-of-the-art networks, and it is model-agnostic and end-to-end
trainable. Experimental results demonstrate that the proposed method provides a superior performance to a baseline model both in
the MSVD dynamic QA dataset and the original MSVD dataset.

Keyword : Video question answering, attention model, multi modal data learning

. Introduction

Video question answering (video QA) is a computer vi-

sion task to answer a question through semantic reasoning

with an input video[1,2]. In video QA, handling large

amounts of both visual and linguist information plays an

important role in improving performance. Recent studies

use convolutional neural network (CNN) such as VGG[3]

and C3D[4] networks to extract an appearance feature and

a motion feature, respectively. The features are fused with

a language feature to answer a question, using a long

short-term memory (LSTM)[5]. Based on the CNN and

LSTM models, researchers have introduced attention mod-

els to focus on more relevant local regions and video inter-

vals[6,7,8]. Spatial attention and temporal attention have been

proposed to find a region of interest and temporally local-
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ize the subject in each frame[9] [12]. However, they had lim-

itations to understand global contexts in a video[13,14]. Later,

memory modules were used to keep attended spatial and

temporal features[7,8]. In this manner, a question could be

answered after a model examines a whole video. However,

it was difficult to focus on a region of interests among

many input video frames. Further, inter-domain correlation

has been largely ignored without carefully examining key

information.

We present two problematic scenarios caused by the in-

herent nature of a video as shown in Figure 1. “Temporal

redundancy” refers to the problem that a model is more

likely to learn the frequent motion and reflectively answer

the question, ignoring a key action. For example, in Figure

1, the model answers “Cooking” instead of the

ground-truth “Standing” when the question “What is a

woman who wearing a blue skirt doing?” is given. This

is because the model has linked “Woman” and “Cooking”

as the most occurring motion in the part of the video.

Second, “Spatial redundancy” happens when the model

chooses an answer which is primary within all scenes but

wrong, where the model has learned dominant appearance

unrelated to the question. When the question “What is a

woman wearing a blue skirt grabbing?” is given, the video

presents the “Onion” in most scenes that are less relevant

than the answer “Hands” in each scene. Therefore, video

data can be learned with some inherent biases caused by

a superficial inter-domain correlation. As a result, the mod-

el predicts a wrong answer without carefully looking at any

key information.

This paper is the first attempt to define and address the

problems due to the large amount of redundant video data.

The performance of a video QA model can be significantly

degraded by the nature of video and drawbacks of conven-

tional approaches. Although the previous studies applied

attention mechanisms[6] [8],[12], the features had dis-

advantages because of insufficient representation capability

to express diverse scenes in a video. Therefore, we develop

Fig. 1. Our motivation is presented. Video QA models can suffer two problems in video. A large
amount of redundant information of motion and appearance can degrade the performance of a model

due to the nature of video and drawbacks of conventional approaches.
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a novel deep feature extraction to cope with the problem.

Our work has several primary contributions as follows:

We propose a deep video QA model to provide more re-

liable video features although video data presents various

characteristics. Motion features are generated from sur-

rounding appearance features to distinguish meaningful

temporal changes among other frequent motions in frames.

We develop a MSVD dynamic video QA test dataset.

The proposed dataset is used for benchmark tests to meas-

ure the different characteristics of videos with various tem-

poral dynamics. The dataset is more difficult to respond by

including detailed questions with several scene changes in

the video.

. Related Works

1. Visual question answering

Most previous works exploited high-level correlations

between visual and textual information. To capture mul-

ti-modal interaction, Fukui et al.[15] proposed a pooling

method to combine the visual and textual representations.

In [16], a combined bottom-up and top-down attention

mechanism was used to generate features. Video QA is a

more challenging task due to motion or causality in the

temporal dimension. Several temporal features have been

developed to find relevant events to queries[2],[18].

Some researchers exploited multi-modal features. Object

aware temporal attention was presented to learn appear-

ance-question interactions[19]. A spatio-temporal relational

network was developed to treat temporal changes among

different objects[20]. Object features were used with a graph

structure to enhance co-attention between the appearance

and question[21]. However, the video feature was delivered

from the hidden layer of the LSTM, making it difficult to

effectively utilize the temporal associations among the pre-

vious frames.

2. Attention and memory module

Temporal attention was proposed to exploit temporal

correlation in a video, and it was extended to use spatial

and temporal attention[12],[18]. In [18], a hierarchical du-

al-level attention network was proposed to obtain the

question aware video representation. In addition, lan-

guage-guided attention and video-guided methods have

been developed to exploit multi-modal information[6, 22].

In [1], an end-to-end learning model was proposed to

uses question for gradually refining its temporal attention.

Self-attention methods have been introduced to to identi-

fy the importance of questions and videos in video QA
[25],[26]. Memory modules have been used for attending

features[7],[8],[17]. In [7], a memory module was used for

combining motion and appearance features in co-memory

attention. In [8], a shared memory module was used to

learn global video features. However, the existing meth-

ods still have not explicitly addressed the forgotten fea-

tures by spatial and temporal redundancy in natural

videos.

. Proposed Method

Figure 2 presents the proposed neural network archi-

tecture based on the conventional modules[2,12,18] colored

with gray. The proposed network consists of a motion fea-

ture extraction (blue) and a question-to-video attention dur-

ing feature extraction (red). The attention module takes in-

puts from the question attention (green) and produces more

relevant motion and appearance features denoted by  and

 before encoding by LSTM. The process is designed to

effectively remove the spatial and temporal redundancy

during feature extraction.
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1. Appearance and motion feature extraction

In the proposed method, the conventional 3D CNN has

been removed, because it was used for homogeneous mo-

tion video. It hardly captures local motion with some scene

changes. Instead, a motion feature is generated with adap-

tive weights of input frames by computing the similarity

to adjacent appearance features. If there are substantial

temporal changes among adjacent appearance features, the

motion feature is extracted from few key frames near the

current appearance feature. Otherwise, it is extracted by ex-

amining more frames. We explain more details as follows.

An appearance feature  is extracted using a VGG-16

network, and  consecutive frames appearance features

around the current time t are used for input. Once the ap-

pearance features are ready, we calculate the similarity 

as   , where  is a time index, and we use

a cosine similarity function for . For normalization we

use a softmax function. Then, a temporal feature  is gen-

erated as follows:

  






where  is a normalized one from . It is ensured that

the features are more synchronized by the current time as

follows:

    

where  is calculated in all the sampled appearance

frame, but the complexity increases only slightly because

it uses a pertained CNN.

2. Question-to-video attended feature

In the proposed method,  and  are enhanced by

measuring the correlation with a given query. To determine

the correlation, we propose to use  and  that are ques-

tion attentions for appearance and motion and use ques-

tion-to-video attention deep module to output attended fea-

ture  and
 given as


   



where A is the deep model to generate the ques-

tion-to-video attended features. The attention is applied

Fig. 2. A blockdiagram of the proposed video QA network architecture on top of the conventional modules colored with gray.

The motion feature extraction replacing the 3D CNN is colored with blue. Question-to-video attention is colored with red. Question
attention is colored with green.
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during feature extraction to efficiently capture useful mo-

tion and appearance features among spatial and temporal

abundant information. We first explain question attention

and then the generation process of the proposed features

from question-to-video attention. We used a two-layers

LSTM[5] to create motion and appearance query.

Next, an inter-modal similarity score is calculated to

consider the other modality when training an unimodal

feature. We first calculate the appearance and motion sim-

ilarity scores  and . The scores are obtained from the

video features  and  and the attention  and  as

  

and

  

where  is a weight similarity matrix
[27] with learnable

parameters, and we use the SoftMax function to compute

the probability. The scores are end-to-end learnable without

ground-truth. We note that the calculation of the similarity

can give a similar effect to an intermediate fusion[28]. Next,

an inter-modal similarity score s to have more intermodal

synchronization is calculated as

 

 

Because s plays a role in highlighting the spatial and

temporal regions associated with a question, it can activate

different areas for each question even for the same video.

For example, for the first question in Figure 3, the frames

around t = 1 and N are more attended due to more relevant

objects such as “man”. Then, we multiply the similarity

scores to the video features  and  to extract the en-

hanced feature  and  as the dot products with s.

3. Loss function

We set the loss function L to train whole network as fol-

lows:

  

where  is a cross entropy loss for an open-end question

and =0.9 and =0.1. In addition, we propose to use 

to impose restrictions to the larger variance of the in-

ter-modal scores by

  






 

Fig. 3. Visualization of inter-modal similarity score s. The region colored with blue stands for the strong

attention
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where  is the average of .

IV. Experimental Results

1. MSVD and MSVD Dynamic QA Dataset

The original MSVD QA dataset[23] includes 520 video

clips, in which the majority of the videos display homoge-

neous motion. There are 71.8 % of videos with noticeable

temporal changes less than four. That is, original MSVD

QA dataset is not suitable for evaluating video QA models,

when the models are supposed to manage video scenes

with complicated temporal dynamics and diverse questions.

So, we carefully sampled 30 videos that contain various

motion and content dynamics from original set. The mini-

mum number of scene changes in MSVD dynamic QA is

3, and the average scene change number is around 10.4.

We also added 570 open-ended questions to the MSVD dy-

namic QA dataset. The questions ask more concrete an-

swers about video scenes. Some previous methods may fail

to provide good performance if they have not carefully ex-

amined both motion and appearance with the question or

focused only the narrow parts of the video. Some of the

questions are shown in Figure 4. The original question

asks only the part of the video related with “A woman

is rowing in a boat”. However, the modified question sets

have more verities. For example, We add questions about

two men who appear in the middle of the video scene.

To accurately answer the question, a model needs to cap-

ture both the intermediate motion and appearance.

Further, a model should not be confused by the dominant

motion, i.e. rowing. In addition, the last question asks

“What are two girls doing?” where the two girls appear

in the last frames. To answer the question, a model needs

to address spatial redundancy.

2. Training and testing details

We use Adam optimizer and NVIDIA-RTX 6000 GPU

in training. The batch size is set to 64, the ratio of drop-out

is set to 0.2, and the size of hidden states in LSTM is set

to 256. The original MSVD QA dataset is used for training,

and the MSVD dynamic QA dataset is used for testing.

Fig. 4. Samples in (a) the original MSVD QA dataset and (b) MSVD dynamic QA dataset
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3. Performance analysis

We verified the performance of proposed algorithms in

the MSVD dynamic QA dataset. AMU[1], CoMem[7], and

HME[8] are used for the baseline models, because the mod-

els use attention mechanism. Because the dataset has

open-ended questions, we use the top-1 accuracy (Acc@1),

top-10 accuracy (Acc@10), and the WuPalmer Similarity

(WUPS) score, which measures how the predicted answer

is semantically close to the actual answer. WUPS@0.0 and

WUPS@0.9 are used with the different thresholds in the

measurement[24].

As shown in Table 1, the proposed method provides con-

sistently improved performance over the baseline models.

In Acc@1, we observe the performance difference by the

proposed method around 3.6%, 5.4%, and 5.5% on AMU,

CoMem, and HME, respectively. In Acc@10, the gaps be-

come larger on the average. In particular, for HME, the

proposed method improves the accuracy around 16.6%

over HME only. We also report WUPS scores. As

WUPS@0.9 requires more precise answer than

WUPS@0.0, the similar behaviors are observed. The aver-

age difference in WUPS@0.0 and in WUPS@0.9 are

around 2.6% and 6.7%, respectively. We also conduct the

Model ACC@1 ACC@10 WUPS@0.9 WUPS@0.0

AMU 19.8 35.2 30.4 60.1

CoMem 21.0 36.1 33.0 62.1

HME 23.3 38.4 34.1 70.2

AMU + PROP 23.4 38.6 34.2 70.0

CoMem + PROP 26.4 45.2 33.9 70.4

HME + PROP 28.8 55.1 37.3 72.0

Avg. 4.8 9.7 2.6 6.7

Table 1. Experimental results on the MSVD dynamic QA dataset

Model AMU CoMem HGA L-GCN HME
HME+
PROP

ACC@1 31.7 32.0 34.7 34.3 33.7 34.8

Table 2. Experimental results on the MSVD QA dataset

quantitative performance analysis on the original MSVD

QA dataset to see how the performance changes with dif-

ferent video characteristics. HME is used as the baseline

model to measure Acc@1. Table 2 shows experimental re-

sults in the original MSVD dataset. HME+Ours provides

the accuracy around 34.8%, which improves around 1.1%

over the original HME. It also outperforms LGCN[30] in the

accuracy. It is noted that the difference was larger around

5.5% in the dynamic set. This result implies that the pro-

posed network provides more accurate outputs although in-

put videos contain more scene changes.

4. Ablation tests

4.1 Motion feature

Our network has replaced the conventional motion fea-

ture obtained from 3D CNN. In the ablation test, we com-

pare the performance when using the proposed motion fea-

ture and the C3D feature in the MSVD dynamic QA data-

set and the original dataset. As shown in Table 3, the pro-

posed motion feature provides some improvements around

0.9% in the original set. The performance difference is sig-

nificant in the dynamic set as 5.3%. We observe the pro-

posed motion feature is more effective to the dynamic

videos.

Dataset
Motion
feature

All
(13,157)

What
(8,149)

Who
(4,552)

Other
(456)

MSVD QA
C3D 33.7 22.4 50.1 70.8

PROP 34.8 23.5 51.0 74.3

MSVD
dynamic
QA

C3D 23.5 26.6 18.7 21.3

PROP 28.8 28.7 29.7 26.2

Table 3. Ablation study for video features

4.2 Question-to-Attention Module

Table 4 shows the performance comparisons between the

original video features  and  and question-attended

video features  and  . The attended features provides

better performance both in the MSVD QA and MSVD dy-
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namic QA datasets. In particular, the proposed video fea-

tures significantly improve the performance around 6.8%

in MSVD dynamic QA dataset.

Dataset
Video
Feature

All
(13,157)

What
(8,149)

Who
(4,552)

Other
(456)

MSVD
QA

 ,  33.9 22.7 49.9 71.2

 ,
 34.8 23.5 51.0 74.3

MSVD
dynamic
QA

 ,  22.0 25.4 16.5 18.0

 ,
 28.8 28.7 29.7 26.2

Table 4. Ablation study for a question-to-attention module

4.3 Loss function

Since we used two cost functions in Eq. (7), we turn on

or off the  cost function to see the performance difference.

As shown in Table 5, we observe some improvements

around 2.7% in the dynamic set while there has been only

slight performance improvement in MSVD QA. This ex-

perimental results imply that the regularization enables the

model to have more restrictions to select key video frames

in the dynamic set.

Loss function MSVD QA MSVD Dynamic QA

L1 34.5 26.1

L1+L2 34.8 28.8

Table 5. Ablation study for a loss function

V. Conclusion

In this paper, we first defined and addressed two major

intrinsic problems in video data, which are spatial re-

dundancy and temporal redundancy, and attempted to solve

the problems. The proposed network consisted of a novel

motion feature extraction replacing 3D CNN and ques-

tion-to-video attention during to use more reliable features.

The motion feature was generated by adjacent appearance

features. Unlike 3D CNN, the motion feature could repre-

sent the local motion synchronized more to the current

appearance. The question-to-video attention modules gen-

erated attended motion and appearance features, and they

were efficiently used for highlighting more relevant regions

about the question. We also created a new setting named

MSVD dynamic QA dataset to have more dynamic scenes.

Experimental results showed that the proposed method out-

performed the conventional methods. In the future works,

we will create a larger number of QA samples so that the

video QA models can be trained and tested with the

samples.
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